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This paper addresses two fundamental issues in cyclostratigraphy and paleoclimatology: identification 
of astronomical forcing in sequences of stratigraphic cycles, and accurate evaluation of variable 
sedimentation rates. The technique presented here considers these issues part of an inverse problem 
and estimates the product-moment correlation coefficient between the power spectra of astronomical 
solutions and paleoclimate proxy series across a range of test sedimentation rates. The number of 
contributing astronomical parameters in the estimate is also considered. Our estimation procedure tests 
the hypothesis that astronomical forcing had a significant impact on proxy records. The null hypothesis of 
no astronomical forcing is evaluated using a Monte Carlo simulation approach. The test is applied using 
a sliding stratigraphic window to track variable sedimentation rates along the paleoclimate proxy series, 
in a procedure termed “eCOCO” (evolutionary correlation coefficient) analysis. Representative models 
with constant and variable sedimentation rates, and pure noise and mixed signal and noise series are 
evaluated to demonstrate the robustness of the approach. The method is then applied to Cenozoic, 
Mesozoic and Paleozoic paleoclimate series. The Cenozoic case study focuses on a high-resolution 
Paleocene–Eocene iron concentration series from ODP Site 1262 (Leg 208) covering the Paleocene–
Eocene Thermal Maximum and Eocene Thermal Maximum 2 events. The eCOCO time-calibrated iron 
series confirms previous findings of a role for long-term astronomical forcing of these Eocene events. 
The Mesozoic case study applies eCOCO to the classic Late Triassic Newark depth rank series of eastern 
North America. The estimated high-resolution sedimentation rate map in this case demonstrates a causal 
link between variations in depositional environment and sedimentation rate. Finally, the Paleozoic case 
study supports the cyclostratigraphic interpretation of a Devonian magnetic susceptibility series at La 
Thure, Belgium and provides new insights into changes of the depositional setting at this location. Taken 
together, eCOCO is a powerful tool for simultaneously evaluating sedimentation rates and astronomical 
forcing for paleoclimate series throughout the Phanerozoic.

© 2018 Elsevier B.V. All rights reserved.
1. Introduction

Construction of the geological time scale includes multiple 
sources and methods, radioisotopic dating, biostratigraphy, mag-
netostratigraphy, chemostratigraphy, cyclostratigraphy, and math-
ematical modeling. Among these techniques, the cyclostratigraphic 
analysis of Milankovitch cycles is the only method that can provide 
continuous, high-resolution age models (Gradstein et al., 2012). 
Numerous sedimentary records are evidently impacted by Mi-
lankovitch forcing at timescales of tens to hundreds of thousands 
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of years (Hinnov, 2013). The leading present-day astronomical pa-
rameters include long orbital eccentricity (405 kyr), short orbital 
eccentricity (128 kyr and 95 kyr), obliquity (41 kyr), and preces-
sion (23 kyr and 19 kyr) cycles (Berger et al., 1992; Laskar et al., 
2004, 2011). These parameters affect the timing and geographic 
distribution of insolation thus acting as a long-term paleoclimatic 
forcing. Geologists read these cycles using paleoclimate proxy 
records and link the recognized sedimentary oscillations to the 
astronomical cycles (Hinnov and Hilgen, 2012). However, this in-
volves multiple ongoing scientific challenges: the uncertain nature 
of linkages between astronomical forcing and paleoclimate prox-
ies (Hinnov, 2013; Weedon, 2003), potentially low signal to noise 
ratios in paleoclimate proxy series (Kemp, 2016; Meyers, 2012; 
Mann and Lees, 1996), confirmation of an astronomical origin in 
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successions of stratigraphic oscillations (Malinverno et al., 2010;
Meyers, 2015; Meyers and Sageman, 2007), distortion of the as-
tronomical signal due to variable sedimentation rates (Sinnaesel et 
al., 2016; Lin et al., 2014; Weedon, 2003; Yu and Ding, 1998), and 
integration of cyclostratigraphy with other dating tools (Kuiper et 
al., 2008; Westerhold et al., 2012), among others.

Here we jointly test the astronomical origin of stratigraphic cy-
cles as measured by paleoclimate proxy data, and estimate the 
evolution of sedimentation rates along a stratigraphic succession. 
Our approach employs the correlation coefficient between the 
power spectra of a proxy series and that of an associated astro-
nomical forcing series, converting the proxy series to time for a 
range of “test” sedimentation rates. The number of astronomical 
parameters contributing to the estimated sedimentation rates is 
taken into account. The null hypothesis of no astronomical forc-
ing is tested using a Monte Carlo simulation approach. A sliding 
window is applied to the proxy series in order to track changes 
in sedimentation rate along the stratigraphic succession; thus, we 
call this the “eCOCO” (evolutionary correlation coefficient) method. 
The eCOCO method is inspired by the average spectral misfit (ASM) 
method of Meyers and Sageman (2007), the Bayesian Monte Carlo 
method of Malinverno et al. (2010) and the TimeOpt method of 
Meyers (2015); similarities and differences among these methods 
are discussed below.

The eCOCO method is demonstrated using three synthetic se-
ries, and three Phanerozoic paleoclimate proxy series. The tran-
sition of the late Paleocene through the early Eocene is char-
acterized by a sequence of significant climate events, including 
the Paleocene–Eocene Thermal Maximum (PETM) and the Eocene 
Thermal Maximum 2 (ETM2) events. Cyclostratigraphy of ODP Site 
1262 (Leg 208) at Walvis Ridge, South Atlantic Ocean has led to the 
hypothesis of astronomically forced pacing of the PETM and ETM2 
events (Lourens et al., 2005), although this hypothesis has been 
shown to be complicated in follow-on cyclostratigraphic studies by 
others (Meyers, 2015; Westerhold et al., 2007, 2008). Differing sed-
imentation rates for the late Paleocene–early Eocene interval have 
been proposed (Westerhold et al., 2007, 2008) and only an aver-
age sedimentation rate for the PETM-ETM2 interval at Site 1262 
has been independently tested (Meyers, 2015). An astronomically 
tuned time scale of the depth-rank series of continental deposits in 
the Newark Basin, eastern North America, provides the fundamen-
tal basis for the age model of the current Late Triassic time scale 
(Gradstein et al., 2012; Kent et al., 2017). The late Norian–Rhaetian 
part of the Newark time scale has been recently supported by the 
global correlation between cycle calibrated magnetic polarity pat-
terns from the Late Triassic Xujiahe Formation and those from the 
Newark Supergroup (Li et al., 2017). Cyclostratigraphic study of the 
Givetian–Frasnian magnetic susceptibility series from the La Thure 
section of Belgium provides a high-resolution astronomical time 
scale for the Givetian of the Middle Devonian (De Vleeschouwer et 
al., 2015). The interpretation of astronomical cycles has been fur-
ther corroborated by Martinez et al. (2016).

In all three of these Phanerozoic cases, eCOCO-derived high-
resolution sedimentation rate results provide new insight into 
the associated paleoclimatic and paleoenvironmental changes. The 
eCOCO analysis of our three case studies confirms published sedi-
mentation rates at a high degree of confidence (exceeding 99% sig-
nificance, i.e., rejection of the null hypothesis at levels of p < 0.01). 
Application of eCOCO in cyclostratigraphy thus has the potential 
more generally to enhance the reproducibility of astrochronological 
timescales and contribute to establishing more robust geological 
age models throughout Earth history.
2. Evolutionary correlation coefficient (eCOCO)

2.1. Correlation coefficient

The correlation coefficient used here is the Pearson product-
moment correlation coefficient (Mudelsee, 2014), calculated in 
MATLAB™ (https://www.mathworks .com /help /matlab /ref /corrcoef .
html) as

ρ(T , D) = 1

N − 1

N∑
i=1

(
Ti − μT

σT

)(
Di − μD

σD

)
(1)

where N is a number of observations of the target (T ) or data (D) 
time series, μT and σT are the mean and standard deviation of 
the target, and μD and σD are the mean and standard deviation 
of the data series. The correlation coefficient measures the linear 
correlation between the target (T ) and data (D) series, where the 
target series is the power spectrum of the astronomical solution, 
and the data series is the power spectrum of proxy time series at 
a given sedimentation rate. The periodogram is a useful metric of 
agreement because the associated spectral estimates have a nar-
row resolution bandwidth compared to common procedures such 
periodogram smoothing or Multi-Taper Method (MTM) spectral es-
timation (Thomson, 1982). The periodograms of both astronomical 
target series and data time series are calculated using MATLAB 
function periodogram.m with a zero padded length of 10,000. The 
red noise background of the data series is modeled using an AR(1) 
autoregressive fit to the series using MATLAB function RedConf.m
by Husson (2014) and is employed so as to only retain spectral 
features that exceed the estimated red noise background; if the 
spectral amplitude is less than the estimated mean red noise back-
ground at a given frequency f , it is set to 0. The range of ρis 
between −1 and +1, where 1 is a perfect positive correlation, 0 is 
no correlation, and −1 is a perfect negative correlation.

The highest frequency Milankovitch cycle during the past 
249 Ma corresponds to the precession index term at 1/(17 kyr) 
(Laskar et al., 2004), thus we estimate the correlation coefficient of 
the periodograms of the target and data series over the frequency 
range 0 to 0.06 cycles/kyr for Cenozoic and Mesozoic series. The 
highest frequency of the precession index is 1/(16.4 kyr) at 440 Ma 
according to Berger and Loutre (1994), and so for the Devonian 
case study (∼384 Ma) we estimate the correlation coefficient over 
the frequency range 0 to 0.07 cycles/kyr.

For paleoclimate series younger than 249 Ma, both data and tar-
get series are obtained using periodograms of paleoclimate series 
and Laskar astronomical solutions, respectively. For paleoclimate 
series older than 249 Ma, a target series is constructed as the sum 
of harmonic functions whose frequencies are given by Berger and 
Loutre (1994) using an original MATLAB script period2spectrum.m.

2.2. Significance level

In this step, we adopt as a null hypothesis (H0) the existence 
of no astronomical frequencies in the data series and all spectral 
peaks higher than an AR(1) background occur by chance. Since the 
periodogram is not Gaussian-distributed (it is Chi-Squared), stan-
dard parameteric distributions for the correlation coefficient ρ are 
not valid. We instead use a non-parametric Monte Carlo approach 
to produce a null distribution and to test the null hypothesis of no 
significant astronomical frequencies, as follows:

(1) The number of peaks of the periodogram higher than an AR(1) 
background for the paleoclimate data series is counted as n, 
and the sampling frequency (df ) of data is

df = 1/(N ∗ dt) (2)

https://www.mathworks.com/help/matlab/ref/corrcoef.html
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where N is number of data and dt is sampling rate of data. 
Here n is counted automatically and doesn’t have to be the 
number of Milankovitch cycles that are present in the mea-
sured data.

(2) The modeled data periodogram is constructed with n half 
sinewaves with randomly distributed frequencies (e.g., half 
sinewave peaks) and randomly distributed magnitudes (ranges 
between 0 and 1). Each half sinewave has a width of 2df .

(3) We use a Monte Carlo simulation to produce a distribution of 
values of ρ between the modeled random data periodogram 
and target periodogram at each tested sedimentation rate.

(4) The values of ρ from the Monte Carlo simulations is used 
to construct a null distribution. The probability for the cor-
responding correlation coefficient at the sedimentation rate to 
have arisen due to random chance can be estimated from this 
null distribution.

(5) The H0 significance level indicates a specific correlation coeffi-
cient value can occur by chance. The H0 significance level p is 
considered to be significant if p < 0.01, i.e., we would expect 
a correlation coefficient as large as is estimated to arise from 
change less than 1% of the time under the null hypothesis.

As an example, the resulting 2000 Monte Carlo surrogate val-
ues of ρ between the target periodogram of the La2004 Laskar 
solution (55–57 Ma) and modeled data periodograms for Synthetic 
Series #1 (Fig. 1, see section 3.1) yielded values less than the nom-
inal value of 0.7566 (Fig. 2B). This indicates the null hypothesis of 
no astronomical signal can be rejected at a 0.05% (p < 0.0005) sig-
nificance level at 4 cm/kyr sedimentation rate, i.e., the significance 
level of the presence of an astronomical signal is 99.95%.

2.3. Number of contributing astronomical parameters

A high, positive ρ and low H0 significance level may fail to es-
tablish the true sedimentation rate. For example, a high positive ρ
may occur when only a few astronomical frequencies are used to 
evaluate the correlation coefficient. To guard against this false pos-
itive problem, the total number of contributing astronomical fre-
quencies defined in the target should be evaluated in the correla-
tion coefficient. The number of contributing astronomical frequen-
cies is influenced by two types of influences: Type A arises from 
the Fourier transform technique that is applied, and Type B derives 
from the data periodogram at the tested sedimentation rate.

2.3.1. Type A influence
An evenly spaced data series has a stratigraphic sampling inter-

val of �d; the sampling time interval of the data series time cali-
brated to a sedimentation rate (sr) is �t (�t = �d/sr). The Nyquist 
frequency ( f nyq) characterizes the maximum resolvable frequency 
of the periodogram in both stratigraphic and time domains, and 
the Rayleigh frequency ( f ray) characterizes the resolution of the 
periodogram in both stratigraphic and time domains. The f nyq and 
f ray of the periodogram in the time domain are defined as:

fnyq = sr/(2 ∗ �d) (3)

fray = sr/(N ∗ �d) (4)

where N is the total number of samples for a given data series.
Meyers and Sageman (2007) note that for very high or very 

low sr, f nyq and f ray of the data periodogram may fall outside 
the range of the astronomical frequencies. For example, given a 
very high sr, f ray can be higher than the frequency of the 405-kyr 
orbital eccentricity cycle and in some cases even of the shorter 
100-kyr orbital eccentricity cycles. Thus fewer astronomical fre-
quencies will contribute to the estimated ρ , and may lead to a 
high ρ at a sedimentation rate that is unreasonably large. For very 
low sedimentation rates, f nyq may be lower than the frequencies 
of the ∼20 kyr precession index (or even lower), leading to fewer 
astronomical parameters used in ρ estimation.

2.3.2. Type B influence
The Type B influence depends on characteristics of the data pe-

riodogram, that is, the peaks of each astronomical frequency band 
may be detectable in the same band of the series periodogram. The 
process for estimating the Type B influence is as follows: (1) The 
data series is time calibrated with a test sedimentation rate; 
(2) the data periodogram is estimated, and the data AR(1) spec-
trum is estimated and “removed” as per the procedure described 
in section 2.1. If the spectral amplitude in a given astronomical 
frequency band (Fig. 2 and Supplementary Table 1) is 0 as per our 
procedure, the corresponding astronomical parameter may not be 
meaningful. For example, if the spectral amplitude (of age 56 Ma) 
after accounting for the AR(1) spectrum is zero within the obliq-
uity band of 0.0149–0.0321 cycle/kyr (Supplementary Table 1), this 
suggests that obliquity forcing was not involved, and the number 
of contributing astronomical parameters can be reduced by 1.

Variable sedimentation rates lead to widened and/or split peaks 
in the periodogram (Weedon, 2003), therefore, wide frequency 
bands of the astronomical target frequencies are adopted in this 
study. For example, for Synthetic Series #1 (Figs. 1–2, with an 
age of 55–57 Ma, see below), astronomical target frequency bands 
are listed in Supplementary Table 1. Because relatively broad fre-
quency bands are used, it is worthwhile to note that the number 
of specific Milankovitch cycles in the data can be overestimated. 
And it can be difficult to separate various precession cycles in the 
paleoclimatic series due to variable sedimentation rates, and sedi-
mentary and climatic processes. However, the result of the number 
of contributing astronomical parameters is still useful as discussed 
below.

A result with a low number of contributing astronomical fre-
quencies has two possible interpretations. The first interpretation 
is that the assigned sedimentation rate is not appropriate. The sec-
ond interpretation is that one or more astronomical frequencies 
do not have a significant influence in the data series. The metric 
that records the number of astronomical frequencies is challenged 
in geological intervals that are dominated by one astronomical pa-
rameter or lack a specific astronomical forcing, such as the Pleis-
tocene obliquity world from 1.2 Ma to 2.7 Ma (Ravelo et al., 2004), 
or the Early Triassic obliquity dominated intervals in Chinese cy-
clostratigraphy (Li et al., 2016a). However, even in the well-known 
Pleistocene obliquity world, 12% of the variance in the δ18O record 
is in the precession band, whereas 43% is in the obliquity band 
(Ravelo et al., 2004). Other examples are data series with weak 
obliquity power from low latitude paleoclimates or hothouses 
without ice, e.g., the Late Triassic Newark basin (Olsen and Kent, 
1996). Therefore, if a low significance level of the null hypothe-
sis derives from the fact that only a few astronomical frequencies 
were used in the estimation, a high ρ in that case should be con-
sidered as suspicious. In other words, the number of Milankovitch 
cycles that are present in the measured data should be considered 
if the null hypothesis of no orbital forcing can be rejected.

2.4. Sliding window approach

In our approach, ρ , H0 significance level and number of con-
tributing astronomical frequencies are made not only for the entire 
time series, but also along a sliding window along the data series. 
That is, we begin with a series interval (window) from one end of 
the series and calculate ρ , H0 significance level, and the number of 
contributing astronomical frequencies over a range of sedimenta-
tion rates. Then we slide this window for a given step and repeat 
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Fig. 1. Three synthetic series and their periodograms. (A) Synthetic Series #1 (black) with a 4 cm/kyr sedimentation rate (blue). (B) Synthetic Series (#2) with sedimentation 
rates (blue) from 4 to 6 cm/kyr followed by sine wave oscillations. (C) Synthetic Series #3. (D) Periodogram of Synthetic Series #1 after removing the AR(1) model. (E) Pe-
riodogram of Synthetic Series #2 after removing the AR(1) model. (F) Periodogram of Synthetic Series #3. (D–F) Thin blue and thin red lines are periodograms of first and 
second half slices of the synthetic series. The thick black line is the mean periodogram of the 2 slices. (For interpretation of the colors in the figure(s), the reader is referred 
to the web version of this article.)
the process until we reach another end of the series. This slid-
ing procedure, termed evolutionary correlation coefficient (eCOCO) 
analysis detects changing sedimentation rates, as demonstrated in 
the following synthetic series and three Phanerozoic data series.

3. Forward modeling of the astronomical solutions

3.1. Constant sedimentation rate – Synthetic Series # 1

A 4 cm/kyr sedimentation rate is applied to the Laskar 2004 
astronomical solutions of eccentricity, obliquity, and precession in-
dex from 55 to 57 Ma (Laskar et al., 2004). This series is added to 
white noise (normal distribution) and red noise (lag-1 autocorrela-
tion coefficient, ρ1 = 0.5), both with a standard deviation of 1. The 
original sample rate of the La2004 solution is 1 kyr. We thus get 
a total of 80 m modeled “climate” series with a 0.04 m sampling 
rates (Fig. 1A).

To increase the degrees of freedom of the periodogram analysis, 
the whole series was divided into 2 equally sized slices (termed 
2-slice COCO analysis). The mean periodogram of the two slices 
indicate dominant cycles at 44.4 m, 16.0 m, 5.1 m, 3.9 m, 1.6 m, 
0.92 m, and 0.75 m (Fig. 1D). The correlation coefficient between 
the periodogram of Synthetic Series #1 and that of the target 
Laskar 2004 solution (55–57 Ma) is estimated for a range of sed-
imentation rates from 1 to 30 cm/kyr with a step of 0.2 cm/kyr. 
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Fig. 2. The eCOCO method. (A) Periodograms of Synthetic Series #1 are shown for sedimentation rates ranging from 1 to 30 cm/kyr (vertical axis) and frequencies from 
0 to 0.06 cycles/cm (horizontal axis); power is denoted by color (blue = low; red = high). (B) The correlation coefficient (black line) and the number of contributing 
astronomical parameters in the target in the tested sedimentation rate (blue line). (C) null hypothesis results. (D) Periodogram of the target La2004 astronomical solution 
(55–57 Ma) (Laskar et al., 2004). The correlation coefficient of the periodograms of Time Series #1 (A) and astronomical target periodogram (D) indicates a peak at 4 cm/kyr 
(ρ = 0.7566), which is the modeled 4 cm/kyr sedimentation rate. The null hypothesis significance level (H0-SL) is 0.0005 (0.05%). Seven astronomical parameters are included 
for the 4 cm/kyr sedimentation rate. Dashed red lines indicate potential locations for astronomical frequencies at a sedimentation rate of 4 cm/kyr. Synthetic Series #1 is 
calibrated to time over a sedimentation rate range from 1 to 30 cm/kyr and a step of 0.2 cm/kyr. Significance levels are estimated using Monte Carlo simulation with 2000 
iterations, which takes 234 s wall clock time.
The evolutionary correlation coefficient curve shows only one peak 
at 4 cm/kyr where the correlation coefficient reaches a peak at 
0.7566, for which the H0 hypothesis indicates a 0.05% significance 
level (Fig. 2). The sedimentation rate is 4 cm/kyr and all seven 
astronomical frequencies in the target (i.e., 405 kyr long orbital 
eccentricity, 125 kyr and 95 kyr short orbital eccentricity, 39 kyr 
obliquity, and the 23 kyr, 22 kyr, and 19 kyr precession index) are 
involved (Fig. 2D). These results strongly support the hypothesis 
that Synthetic Series #1 has an astronomical signal (significance 
level at 99.95%).

3.2. Variable sedimentation rates – Synthetic Series #2

Variable sedimentation rates, if not accounted and corrected for, 
result in distortion of periodograms (Weedon, 2003). This hampers 
the usefulness of the ratio method for cyclostratigraphy. Our slid-
ing window technique obviates this problem.

To demonstrate the ability of eCOCO to identify time-varying 
sedimentation rates, we use the Laskar 2004 astronomical solution 
(Laskar et al., 2004) from 53 Ma to 59 Ma to construct a synthetic 
series. This series is added to a white noise (normal distribution) 
and a red noise (ρ1 = 0.5) signal, both are with a standard devia-
tion of 1. The modeled sedimentation rate is 4 cm/kyr for the first 
2 Myr, then increases from 4 to 6 cm/kyr over the next 1 Myr. The 
sedimentation rate remains constant at 6 cm/kyr for 1 Myr and 
then experiences a sine-wave sedimentation rate oscillation for the 
final 1 Myr (blue line in Fig. 1B). The original sample rate of the 
La2004 solution is 1 kyr. We thus get a total of 250 m modeled 
“climate” series with an interpolated 0.04 m sampling rate (black 
curve in Fig. 1B).
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Fig. 3. COCO analysis of Synthetic Series #2 (A–C) and Synthetic Series #3 (D–F). (A and D) The 2-slice COCO analysis shown with labeled potential sedimentation rates. 
(B and E) Null hypothesis (H0, no astronomical forcing) tests indicate that only modeled 4 and 6 cm/kyr sedimentation rates have H0 significance levels less than 0.001 
for Synthetic Series #2 (B) and the null hypothesis cannot be rejected at the 1% significance level for the Synthetic Series #3 (E). Significance levels are estimated using 
Monte Carlo simulation of 2000 iterations. (C and F) The number of contributing astronomical parameters in tested sedimentation rate. Series #2: The astronomical target 
series is the La2004 astronomical solution from 55 Ma to 57 Ma (Laskar et al., 2004). Synthetic Series #3: The target series is the La2004 astronomical solution from 0–2 Ma. 
Sedimentation rates range from 1 to 30 cm/kyr with a step of 0.2 cm/kyr.
The two-slice periodogram of Synthetic Series #2 shows multi-
ple peaks at 24.0 m, 16.2 m, 8.0 m, 6.1 m, 5.7 m, 5.0 m, 3.8 m, 
2.3 m, 1.6 m, 1.4 m, 1.3 m, 1.1 m, 0.92 m, 0.87 m, and 0.74 m. 
This makes it hard to apply the astronomical cycle ratio method 
(Weedon, 2003) (Fig. 1E). In the 2-slice correlation coefficient 
graphs, three peaks are at 4.0 cm/kyr, 6.0 cm/kyr, and ∼20 cm/kyr 
(Fig. 3A). The H0 significance levels at the 4 cm/kyr and 6 cm/kyr 
are lower than 0.1%, and lower than 5.7% at 20.6 cm/kyr. Note that 
H0 significance level is as low as 0.85% at 1.4 cm/kyr, however, 
the correlation coefficient is only 0.1426 (Fig. 3). All 7 astronom-
ical frequencies are used at 4.0 and 6.0 cm/kyr sedimentation 
rates (Fig. 4E). This strongly suggests that astronomical forcing 
paced this “climate” series with sedimentation rates at 4.0 and 
6.0 cm/kyr.

When we apply the eCOCO method to Synthetic Series #2, the 
intervals of constant and variable sedimentation rates can clearly 
be recognized. From a refined survey using a slightly narrowed 
sedimentation rate grid (from 2 to 10 cm/kyr with a 0.05 cm/kyr 
step, running window of 25 m) based on the results of the above 
COCO analysis, eCOCO is displayed as a sedimentation rate map 
with respect to stratigraphic position. The estimated sedimenta-
tion rate is constant from 0 m to 80 m, then increases from 80 
to 130 m, stabilizes from 130 to 190 m, and then shows mi-
nor oscillations to the end of the series (Fig. 4). These estimated 
sedimentation rates match well with the original modeled sedi-
mentation rate (blue lines in Fig. 4).

3.3. Red and white noise series – Synthetic Series #3

We apply the COCO method to Synthetic Series #3 (Fig. 1C). 
Synthetic Series # 3 merges a red noise series (ρ1 = 0.5, stan-
dard deviation = 1) and a white noise series (standard deviation 
= 0.2) simulating random measurement errors, from 0 to 80 m 
with a sample rate of 0.04 cm. The estimated ρ results display 
multiple peaks. However, H0 significance levels of these peaks are 
never lower than 0.01, suggesting that the null hypothesis cannot 
be rejected at the 1% level. That, the Synthetic Series # 3 is not 
influenced by astronomical forcing and no reliable sedimentation 
rate is available.

4. Application to Phanerozoic paleoclimate series

4.1. Cenozoic: iron series of the PETM-ETM2 interval at ODP Site 1262, 
Walvis Ridge

ODP Site 1262 from Leg 208 at Walvis Ridge provides a com-
plete record for the Paleogene through the early Eocene from 
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Fig. 4. Refined eCOCO sedimentation rate map of Synthetic Series #2 (Fig. 1B) shown with modeled sedimentation rates (blue lines in Fig. 1B). (A) Evolutionary correlation 
coefficient. (B) Evolutionary H0 significance level. (C) Evolutionary map of the number of contributing astronomical parameters. The sliding window size is 25 m; the number 
of Monte Carlo simulations is 2000. Sedimentation rate from 2 to 10 cm/kyr with a step of 0.05 cm/kyr.
the South Atlantic. Study of this record has enabled an estima-
tion of the duration of the magnetic polarity zones C24r and 
C25n, and the time of the most prominent Paleogene events, in-
cluding the Early–Late Paleocene Biotic Event (ELPE), the PETM, 
and the ETM2. Cyclostratigraphic study by Lourens et al. (2005)
on the magnetic susceptibility (MS) and color reflectance (L∗, 
black/white ratio) series at site 1262 indicated that both the PETM 
and ETM2 events occurred at the maxima in the 405-kyr and 
100-kyr cycles that post-date 2.2 myr eccentricity cycle minima, 
thus, both events were likely astronomically paced. The subsequent 
cyclostratigraphic research was conducted by Westerhold et al.
(2007) on the XRF iron dataset and a* color reflectance (red/green 
ratio). Westerhold et al. (2007, 2012) further refined the chronol-
ogy for the magnetostratigraphy and biostratigraphy and proposed 
that the potential astronomical forcing on the thermal maxima 
events was complex.

The reported sedimentation rates based on astrochronology, 
magnetostratigraphy, and biostratigraphy are generally consistent 
with each other. Paleogene pelagic sediments are characterized by 
moderate sedimentation rates (∼0.6–1.5 cm/kyr), with sedimenta-
tion rates up to 1.2 cm/kyr at the PETM interval (Zachos et al., 
2004). Assuming each recognized precession cycle lasts 21 kyr, the 
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resulting sedimentation rates show minor variations throughout 
the records with a mean value of 1.2 cm/kyr (Westerhold et al., 
2007). Meyers (2015) revisited the a∗ data from Site 1262, focusing 
on the interval between the PETM and ETM2 spanning 22.4 m. The 
independent technique “TimeOpt” suggested a mean sedimenta-
tion rate of 1.33 cm/kyr for this interval (Meyers, 2015). As shown 
below, all these estimates are strongly supported by COCO; the 
eCOCO sedimentation rate map generally matches with the sedi-
mentation rate estimates of Westerhold et al. (2007, 2012).

The Fe series from 111 m to 170 m at Site 1262 was log-
transformed and linearly interpolated to a sampling rate of 0.04 m. 
The series was detrended via removing a 10-m rloess (Cleveland, 
1979; robust version of the local regression using weighted lin-
ear least squares and a 2nd degree polynomial model) trend. The 
AR(1) coefficient of the interpolated and detrended Fe series is 
0.679. The AR(1) red noise spectrum was removed from the pe-
riodogram of the detrended Fe series. We carried out a COCO 
analysis using the resulting periodogram of the Fe series. Initial 
COCO analysis suggests a sedimentation rate of 1.4 cm/kyr with a 
lower than 1% significance level, with power at all 7 astronomi-
cal frequency bands (Fig. 6A and Supplementary Table 1). Then a 
refined COCO analysis with 2000 Monte Carlo simulations was per-
formed on sedimentation rates from 0.5 to 3 cm/kyr. Three peaks 
at 0.73 cm/kyr, 0.98 cm/kyr and 1.21 cm/kyr emerge in this COCO 
analysis (Fig. 6B). All of these three sedimentation rates have sig-
nificance levels lower than 1% and all 7 astronomical frequencies 
were used in the estimation.

The eCOCO analysis of ρ , H0 and the number of contributing 
astronomical frequencies can be used to test the various sedi-
mentation rate estimates of Westerhold et al. (2007, 2008) and 
mean sedimentation rate for the PETM-ETM 2 interval of Meyers
(2015). Abrupt sedimentation rate shifts from 0.75 to 1.3 cm/kyr 
at 165 m, and from 1.3 to 1.1 cm/kyr at 163.5 m, are consistent 
with the two options of Westerhold et al. (2007, 2008). However, 
a slow increase in sedimentation rates from 1.0 to 1.6 cm/kyr at 
the 159 m to 156.5 m is not (Fig. 7A). The models of Westerhold 
et al. (2007, 2008) show a drop in the sedimentation rate from 1.6 
to 1.2 cm/kyr at 154 m to 153 m. The sedimentation rates in Op-
tion 1 by Westerhold et al. (2008) for the 140 m to 155 m interval 
is supported by eCOCO.

The PETM interval at Site 1262 is characterized by an abruptly 
decreased sedimentation rate due to the effect of carbonate dis-
solution (Bralower et al., 2002; Zachos et al., 2005). The eCOCO 
results indicate a decrease from 1.1 to 0.6 cm/kyr from 141 m to 
139 m at Site 1262. Then the sedimentation rate returned to a 
relatively constant mean sedimentation rate of 1.33 cm/kyr with 
minor fluctuations from 139 m to 129 m (Fig. 7). No reliable sed-
imentation rate from eCOCO is detected from 129 m to 122 m; 
in comparison, Westerhold et al. (2007, 2008) and Meyers (2015)
suggest a relatively constant sedimentation rate at 1.3 cm/kyr. Sed-
imentation rates of 1.3 to 0.7 cm/kyr are indicated by eCOCO for 
122 m to the top of the series. This strongly supports the result of 
the Option #1 presented by Westerhold et al. (2008).

eCOCO sedimentation rates can be applied for depth-to-time 
transformation of the Fe series. The time-calibrated Fe series in-
dicates that ELMO (ETM-2) occurred ∼2.0 Myr after the onset of 
PETM; this is consistent with the time model of Lourens et al.
(2005) but slightly longer than those of Westerhold et al. (2007, 
2008) and Meyers (2015). The Fe time series also indicates that 
both PETM and ELMO occurred during maxima in the 405-kyr 
and ∼100-kyr cycles that post-date very long eccentricity minima 
(Fig. 8; cf. Lourens et al., 2005), suggesting that, besides volcanism 
(Gutjahr et al., 2017), astronomical forcing was involved in these 
events: the extreme seasonal contrast during eccentricity maxima 
increased ocean temperatures, may have triggered the release of 
methane hydrates (Lourens et al., 2005).
4.2. Mesozoic: Late Triassic Newark depth-rank series, eastern USA

The continental Newark Basin in eastern North America formed 
during the breakup of the Pangaea Supercontinent in the Trias-
sic. Over a period of more than 30 Myr, the fluvial and lacus-
trine Newark Supergroup was deposited in the Newark Basin (Kent 
et al., 2017). Long-period changes in monsoonal-type rainfall led 
to variations in water depth in the rifting basins. Consequently, 
the deposits display pronounced transgressive-regressive cycles as 
the paleolakes deepened or shallowed. The influence of lake level 
change on sedimentation rate, which is crucial for understanding 
the paleoclimate changes and the reconstruction of time scale, re-
mains unclear.

Van Houten (1962) recognized a succession of lithologically dis-
tinct cycles in lake facies and estimated that these cycles occurred 
at 104 to 105 yr, therefore linked to astronomical cycles. These 
‘Van Houten cycles’ have been coded as a depth-rank series of sed-
imentary facies (Olsen and Kent, 1996) (Fig. 5B). The depth-rank 
series (0–2000 m) in the Newark Basin is from composited records 
of the Rutgers, Somerset, Weston, and Martinsville drill cores. The 
sample rate of the depth-rank series is 0.85 m, this is sufficient 
to characterize precession cycles considering the mean sedimenta-
tion rate of 14–20 cm/kyr (Olsen and Kent, 1996). Power spectra 
of the depth rank series in the Newark Basin reveal significant 
wavelengths that correspond to 405 kyr, 125 kyr and 95 kyr eccen-
tricity cycles, 23 kyr and 19 kyr precession cycles (Li et al., 2017;
Olsen and Kent, 1996). These enable the astronomical tuning of the 
magnetic polarity stratigraphy of the Newark Supergroup, thereby 
forming the basis of the Newark-APTS for the Late Triassic mag-
netic polarity pattern (Kent et al., 2017). While some correlations 
to portions of marine magnetostratigraphy remain uncertain (Kent 
et al., 2017), the Newark-APTS is the fundamental basis for the Late 
Triassic time scale (Gradstein et al., 2012).

The COCO applied to the whole series indicates a mean sedi-
mentation rate of 15.2 cm/kyr with ρ = 0.4334 (Fig. 6C). The null 
hypothesis (no astronomical forcing) can be rejected at a signifi-
cance level of less than 0.05%. Other sedimentation rates with a 
significance level of less than 1% are 3.6 and 4.6 cm/kyr (Fig. 6C). 
Only at sedimentation rates within the range of 10–30 cm/kyr are 
all astronomical target frequencies used for the estimation of ρ
and H0 significance level. The COCO analysis strongly supports the 
view that the sedimentation rates of the Newark depth-rank series 
of 0–2000 m are generally slowly varying, and range from 13.6 to 
15.6 cm/kyr (Fig. 6C). This result is consistent with the results of 
Olsen and Kent (1996), Kent et al. (2017), and Li et al. (2017).

We can test these previously estimated sedimentation rates 
for the Newark depth-rank series. eCOCO analysis of the whole 
Newark series indicates two possible sedimentation rates at 
3–5 cm/kyr and 10–18 cm/kyr that yield ρ above 0.3 (Fig. 9B). 
A decrease in sedimentation rate from 25 to 10 cm/kyr occurs 
at 1900 m; the evolutionary H0 significance level map indicates a 
similar trend of declining sedimentation rates at 1900 m. Two lines 
of potential sedimentation rate at 3–5 cm/kyr and 10–18 cm/kyr 
have H0 significance levels at less than 1% (Fig. 9C). The evolu-
tion of contributing astronomical frequencies indicates that only 3 
terms are involved for the 3–5 cm/kyr sedimentation rates. In com-
parison, more than 6 terms are involved at sedimentation rates of 
10–18 cm/kyr (Fig. 9D). Considering all aspects together, sedimen-
tation rates of the Newark depth-rank series most likely varied 
between 10 and 18 cm/kyr, and was probably 21–27 cm/kyr in the 
1900 m to 2000 m interval. The evolutionary ρ is shown with pub-
lished sedimentation rates by Kent et al. (2017) and Li et al. (2017)
(Fig. 9A). Compared with the very coarse sedimentation rate curves 
of these previous studies, the eCOCO sedimentation rates are gen-
erally consistent and have a much higher resolution.
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Fig. 5. Phanerozoic paleoclimate series. (A) Log-transformed Fe series of ODP site 1262 (black) with a 10-m “rloess” trend (red) and detrended series (blue). Data are from 
Westerhold et al. (2007, 2008). (B) Depth rank series (black) of the Newark Supergroup (Olsen and Kent, 1996) with a 500-m “rloess” trend computed with MATLAB’s smooth. 
m (red). Magnetic polarity zones are from Kent and Olsen (1999). (C) Log-transformed MS series (black) at the La Thure section (De Vleeschouwer et al., 2015) and detrended 
series (blue) after removing its 80 m “rloess” trend (red). (D) 2-slice periodograms of detrended Fe series in (A). (E) 2-slice periodograms of the detrended depth-rank series 
in (B). (F) Periodogram of the Gaussian low-pass filtered depth-rank series (Fig. 8A) after removing third order polynomial trend (cutoff frequency is 0.01 m−1). (G) 2-slice 
periodograms of detrended MS series in (C). All detrended series have removed AR(1) models. Thin blue and red lines are periodograms of first and second half slices of the 
detrended MS series. The thick black line is the mean of periodograms of each slice.
The eCOCO results also reveal recurrent discontinuities in sedi-
mentation rate that coincide with lake level falls with a periodicity 
of ∼270 m. This 270-m recurrence cycle also dominates the low-
pass filtered depth-rank series indicative of a long-term lake level 
cycle (Fig. 5F). Given a mean sedimentation rate of 15.2 cm/kyr 
(see above), the 270 m cycle represents a 1.78 Myr periodicity, 
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Fig. 6. COCO analysis of the Phanerozoic paleoclimate series. (A–B) The initial (A) and refined (B) COCO analysis of the Fe series at ODP Site 1262 and target series (La2004 
solution from 55 Ma to 57 Ma). (A) is initial test of sedimentation rates ranging from 0.2 to 20 cm/kyr with a step of 0.2 cm/kyr; and (B) is refined test focusing on the 
sedimentation rates from 0.5 to 3 cm/kyr with a step of 0.01 cm/kyr. (C) The 2-slice COCO spectra of the Triassic Newark depth-rank series and astronomical target series 
(La2004 solution from 202 Ma to 204 Ma). Sedimentation rates range from 1 to 30 cm/kyr with a step of 0.2 cm/kyr. (D) The 2-slice COCO spectra of the Devonian MS series 
at the La Thure and target series using Berger94 solution at 384 Ma (Berger and Loutre, 1994). Sedimentation rates range from 1 to 20 cm/kyr with a step of 0.1 cm/kyr. 
From top to bottom in each panel: the correlation coefficient spectrum; null hypothesis test, and the number of contributing astronomical frequencies. The number of Monte 
Carlo simulations is 2000.
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Fig. 7. eCOCO sedimentation rate map of the Fe series at ODP Leg 208 Site 1262. (A) Evolutionary ρ shown with published sedimentation rate curves of Westerhold et al.
(2007) (grey line) and Westerhold et al. (2008) (dotted black – Option 1; white – Option 2), and Meyers (2015) (dashed pink line). (B) Evolutionary H0 significance level. 
The area bounded by white lines shows potential sedimentation rates. 122 m to 129 m interval designated with a white “?” has no solution. (C) Evolution of the number 
of contributing astronomical frequencies. The sliding window size is 5 m; the sliding window step is 0.4 m. The number of Monte Carlo simulations is 2000. Sedimentation 
rates range from 0.2 to 3.0 cm/kyr with a step of 0.01 cm/kyr.
which is comparable to a previously estimated ∼1.75 Myr lake 
level cycle in the Newark Basin (Kent et al., 2017, and references 
within). The repeated discontinuities in the eCOCO map (Fig. 9B–C) 
suggest decreased signal-to-noise ratios linked to increased de-
positional environmental instability and even short-lived erosion 
during these large lake level falls (cf. Li et al., 2018b). Newark basin 
lakes experienced a super monsoonal climate due to the Pangaea 
supercontinent, and the most intense rainy seasons and deepest 
lakes occurred when precession cycles are configured with peri-
helion in Northern Hemisphere summer during times of highest 
eccentricity. The weakest rainy seasons and shallowest lakes oc-
curred when the precession cycle is configured with perihelion 
during Southern Hemisphere summer during times of lowest ec-
centricity (Olsen and Kent, 1996). Therefore, eCOCO analysis help 
understand the driving forcing of sedimentation rate and deposi-
tional environmental changes during the Late Triassic.

4.3. Paleozoic: Devonian magnetic susceptibility series from Belgium

Paleozoic cyclostratigraphy is the next frontier in astrochronol-
ogy (Hinnov, 2013). Here we revisit a 184 m thick Givetian–early 
Frasnian (∼384 Ma, Middle–Late Devonian) magnetic susceptibility 
(MS) series from the La Thure section, Dinant Synclinorium, south-
ern Belgium (De Vleeschouwer et al., 2015; Martinez et al., 2016). 
The section is dominated by limestone and shales. The boundary 
of the Givetian–Frasnian is defined by the first occurrence of con-
odont Ancyrodella rotundiloba and at 155 m ± 2 m at the La Thure 
section (De Vleeschouwer et al., 2015). The MS series carries a 
primary depositional signal related to terrestrial input (Pas et al., 
2017). De Vleeschouwer et al. (2015) presented a detailed study of 
the MS series using cyclostratigraphic methods, recognizing a to-
tal of 6.5 long orbital eccentricity cycles in the series, suggesting a 
mean sedimentation rate of 7.0 cm/kyr.

We apply COCO analysis on the MS series. The MS data were 
log-transformed and interpolated to a 0.3 m sampling rate, and 
an 80-m ‘rloess’ trend was removed (Fig. 5C). The periodogram 
of this series is consistent with those of independent studies by 
De Vleeschouwer et al. (2015) and Martinez et al. (2016) (Fig. 5F). 
The La04 and La10 astronomical solutions are restricted to the last 
250 Ma; instead the Berger94 solution (Berger and Loutre, 1994)
for the new seven astronomical frequencies is used. Linear inter-
polation at 384 Ma of the Berger94 solution indicates seven as-
tronomical terms: 413, 123, 95 kyr orbital eccentricity cycles, 39.3 
and 31.9 kyr obliquity cycles and 19.8 and 16.8 kyr precession in-
dex cycles. Two-slice COCO analysis indicates a broad maximum in 
estimated ρ centered at 8 cm/kyr (Fig. 6D). 2000 Monte Carlo sim-
ulations of the null hypothesis test indicates that a wide range of 
sedimentation rates from 6.6–10.4 cm/kyr exhibits a lower than 1% 
significance level, and 7.8 cm/kyr lower than 0.1%; thus, the null 
hypothesis of no astronomical signal can be rejected at a 99.9% 
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Fig. 8. Time-calibrated ODP Site 1262 Fe series and orbital eccentricity cycles. The Fe series is anchored to La10d solution (Option 1 in Westerhold et al., 2012). Orbital 
eccentricity solutions of (A) La10d (Laskar et al., 2011) and (B) La04 (Laskar et al., 2004) with filtered 405-kyr cycles (red dashed, Gaussian filter with a frequency of 0.00248 
± 0.0028 cycles/kyr). (C) 405 kyr cycles (red dashed line) and merged 405-kyr and ∼100 kyr cycles (orange line, Gaussian filter with a frequency of 0.0098 ± 0.00266 
cycles/kyr) of (D) the tuned Fe series at Site 1262.
confidence level at 7.8 cm/kyr, with all astronomical frequencies 
contributing (Fig. 6D).

eCOCO analysis of the La Thure MS series links sedimenta-
tion rate to depositional environment (Fig. 10). eCOCO indicates 
that sedimentation rates range from 6.5 to 10 cm/kyr for 0 m to 
65 m, increases up to 13 cm/kyr for 70 m to 100 m, then 6 to 
9 cm/kyr for 100 m to 150 m, and slightly increases at the top 
of the section. The highest sedimentation rate occurs close to the 
reef of the rimmed shelf, which produces carbonate (Fig. 10A; Pas 
et al., 2017). The change in sedimentation rate is discontinuous at 
∼100 m indicating a brief gap and a sea level fall; this is consis-
tent with an abrupt facies shift recognized by Pas et al. (2017). The 
existence of the brief gap has been hinted: filtered 405 kyr cycles 
in Fig. 2 of De Vleeschouwer et al. (2015) within 66 m to 92 m 
contains only three 100 kyr cycles. The eCOCO results indicate 
that sedimentation rates were paced by 405-kyr orbital eccentric-
ity cycles. Peaks in the filtered 405 kyr cycles indicate “ephemeral” 
(temporary) and sudden changes in sedimentation rate at ∼50 m, 
85 m, 140 m, and the top of the MS series.

5. Discussion

Numerous time-calibration techniques for cyclostratigraphy 
have been proposed in the literature (see e.g. Hinnov, 2013). The 
provisional time scale approach takes advantage of available ra-
dioisotope dating, magnetic polarity patterns, biostratigraphy and 
chemostratigraphy (Kuiper et al., 2008; Li et al., 2016b, 2018a; 
Zhang et al., 2015). The second type of time-calibration matches 
proxy data to the astronomical target series, i.e., dynamic opti-
mization (Yu and Ding, 1998) and dynamic time warping (Lin et 
al., 2014; Lisiecki and Lisiecki, 2002). In the classical astronomical 
“minimal tuning” method (Li et al., 2016b; Muller and MacDonald, 
2000; Zhang et al., 2015), appropriate Fourier approaches are ap-
plied to transfer data from the stratigraphic domain to the time 
domain by tracking single, dominating frequencies. The sedimen-
tary wavelengths above a certain noise model level are multiplied 
by a sedimentation rate and matched with predicted astronomical 
periods via ratios among the frequencies. The best-matched sedi-
mentation rate is selected to construct an astronomical time scale 
for the stratigraphic series. Tuning of the series to one astronom-
ical frequency can be used to evaluate the success or failure of 
the tuning to realign other astronomical cycles (Muller and Mac-
Donald, 2000). “Depth-derived” time scales, with additional age 
constraints, provide a direct test of the astronomical hypothesis 
(Huybers and Wunsch, 2004).

Without radioisotopic and other time constraints, three recent 
astronomical testing categories exist; all involve the problem of 
finding the variation in sedimentation rate that matches sedi-
mentary cycle wavelengths to astronomical periodicities. The first 
category evaluates the frequency and amplitude modulations that 
are inherent in the precession index and obliquity cycles (Hinnov, 
2000; Zeeden et al., 2015; Boulila et al., 2018). The second category 
of statistical astronomical testing takes advantage of the bedding 
hierarchies relationships (ratios of cycles), including the average 
spectral misfit (ASM) (Meyers and Sageman, 2007) and Bayesian 
Monte Carlo (Malinverno et al., 2010) approaches. The third cate-
gory is the inverse approach of time scale optimization that evalu-
ates eccentricity-related amplitude modulation and bundling com-
bining both astronomical amplitude and frequency modulation and 
bedding hierarchies (Meyers, 2015).

Our technique falls into the second category of statistical as-
tronomical testing that seeks to evaluate frequency ratios as pre-
dicted in astronomical solutions. Both ASM and Bayesian Monte 
Carlo approaches provide statistics on the evaluated sedimentation 
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Fig. 9. eCOCO analysis of the Late Triassic Newark depth-rank series (0–2000 m). (A). Gaussian low-pass filter output of the depth rank series (cutoff frequency is 0.01 m−1) 
indicative of latest Triassic lake levels in the Newark Basin shown with ∼270 m cycles (gold horizontal bars). (B) Evolutionary ρ map shown with published sedimentation 
rate curves by Kent et al. (2017) (black line) and Li et al. (2017) (green line). (C) Evolutionary H0 significance level map. (D) An evolutionary map of the number of 
contributing astronomical parameters. The sliding window size is 100 m; the step is 5.1 m. All periodograms were analyzed with AR(1) models removed. The number of 
Monte Carlo simulations is 2000. Sedimentation rates range from 1 to 30 cm/kyr with a step of 0.2 cm/kyr.
rates; the ASM approach also evaluates the null hypothesis of as-
tronomical forcing. Therefore, both ASM and Bayesian Monte Carlo 
approaches address similar questions with the COCO technique.

These three measurements of fit are not identical. The ASM 
evaluates the difference between target astronomical frequencies 
and the frequencies of spectral peaks in the observed data (Meyers 
and Sageman, 2007); the Bayesian Monte Carlo approach is based 
on the likelihood of astronomical signals in the periodogram of the 
measured data (Malinverno et al., 2010); and the COCO method 
uses the correlation coefficient between the power spectra of a 
proxy series and an astronomical solution. Generally speaking, the 
appropriate sedimentation rate leads to low ASM value and lower 
H0 significance level in the ASM estimation and higher likelihood 
in the Bayesian Monte Carlo approach. In comparison, it results 
in a high correlation coefficient, lower H0 significance levels, and 
generally larger number of contributing orbital parameters in the 
COCO estimation.

Both the ASM and COCO methods yield H0 significance level, 
but they are not identical. In the ASM, an indicator of the re-
jection or acceptance of the null hypothesis is called the critical 
significance level, which is the inverse of the number of tested 
sedimentation rates (Meyers and Sageman, 2007). By comparison, 
our H0 significance level can be used directly, i.e., the null hypoth-
esis (no orbital forcing) may be rejected if the H0 significance level 
in the COCO estimation is lower than 1%, which suggests the con-
fidence level of astronomical forcing is higher than 99%.

6. Conclusions

We have presented a quantitative technique that involves esti-
mating correlation coefficients (COCO) between the periodograms 
of an astronomical forcing target and paleoclimate series allowing 
for a variable relationship between time and sedimentation rate. 
The number of contributing orbital parameters in the estimation 
of the correlation coefficient is evaluated at each tested sedimen-
tation rate. The hypothesis that astronomical forcing has an impact 
on the paleoclimate series is tested against a null hypothesis (H0) 
of no astronomical forcing. The null distribution is established via 
a Monte Carlo approach that involves generating surrogate corre-
lation coefficients between the power spectrum of the target and 
spectra constructed from random frequencies with random spectral 
amplitudes. The null hypothesis is rejected if the H0 significance 
level is lower than 1% (p < 0.01) as estimated from the null distri-
bution.

eCOCO analysis performs this procedure with a sliding window 
to track the variable sedimentation rate, yielding evolutionary (i.e. 
time-evolving) estimates of the correlation coefficient ρ , H0 signif-
icance level, and the number of contributing astronomical frequen-
cies. eCOCO analysis successfully tracks modeled sedimentation 



178 M. Li et al. / Earth and Planetary Science Letters 501 (2018) 165–179
Fig. 10. eCOCO spectra of the log-transformed and detrended La Thure MS series shown with main facies at the La Thure section. (A) Main facies of the La Thure section in-
dicative of depositional environments modified from Pas et al. (2017). (B) Evolutionary correlation coefficient sedimentation rate map estimated from filtered long-eccentricity 
peaks in De Vleeschouwer et al. (2015) (see their Fig. 2). Black arrows indicate long-eccentricity peaks in De Vleeschouwer et al. (2015) that interpret changes in sedimenta-
tion rates. (C) The evolutionary map of the H0 significance level. (D) The evolutionary map of the number of contributing astronomical parameters. The sliding window size 
is 50 m; the sliding step is 1.2 m. The number of Monte Carlo simulations is 2000. Sedimentation rates range from 1 to 20 cm/kyr with a step of 0.1 cm/kyr.
rates in two synthetic series with constant and variable sedimen-
tation rates. A representative synthetic noise series, by contrast, 
fails to detect an astronomical signal, with H0 significance levels 
at each tested sedimentation rates larger than 1%.

COCO and eCOCO analysis is applied to three Phanerozoic pale-
oclimate series, including the Paleocene–Eocene Fe series at ODP 
Leg 208 Site 1262, the Late Triassic depth-rank series in the 
Newark basin of North America, and the Middle–Late Devonian MS 
series of the La Thure section, Belgium. The analysis verifies pre-
viously established sedimentation rate estimates, while providing 
new insights into depositional environment changes. In certain in-
stances, our approach reveals previously unidentified changes in 
sedimentation rate. In summary, COCO and eCOCO analysis is a 
powerful tool for the evaluation of astronomical forcing of paleo-
climate series and sedimentation rate variations. This approach of-
fers new prospects for improving the reproducibility of cyclostrati-
graphic estimates and improving geological age models throughout 
the Phanerozoic.

Data availability

The Fe series at ODP Site 1262 is online at https://doi .org /
10 .1594 /PANGAEA.603177 and https://doi .org /10 .1594 /PANGAEA.
667122. The Late Triassic Newark depth-rank series is online at 
www.ldeo .columbia .edu /~polsen /nbcp /data .html. The Middle–Late 
Devonian magnetic susceptibility series at the La Thure section is 
available at https://doi .pangaea .de /10 .1594 /PANGAEA.855764.

Code availability

The code to generate correlation coefficient and evolutionary 
correlation coefficient spectra is available in the software ACycle v 
0.1.3, available at https://github .com /mingsongli /acycle.
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