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Spectral Analysis of Nonstationary Dynamics
By Gary Froyland

Fluid mixing is key to many man-made 
and natural processes, such as food 

and mineral processing, paint manufac-
ture, blood flow, micro-electronic heat 
exchange, the propulsion of aquatic ani-
mals, and the dynamics of Earth’s ocean 
and atmosphere. Scientists and engineers 
are increasingly able to use experimental 
techniques—like particle-tracking velo-
cimetry and laser-induced fluorescence—
to observe the fine fluid motions that 
bring about mixing. Here I outline some 

mathematical approaches to analyse and 
manipulate transport and mixing caused by 
autonomous and time-dependent dynamics.

Transport and Mixing
Broadly speaking, transport is the bulk 

movement of parcels of fluid within the 
fluid domain, and mixing refers to the 
extent of these parcels’ intertwining over 
time. Figure 1 displays four frames of car-
bon dioxide levels in Earth’s atmosphere, 
spaced a couple of days apart.

For the purposes of illustration, let’s 
overlook the fact that carbon dioxide is 

continually injected and removed from 
the atmosphere. Over a period of eight 
days, there is considerable change in the 
location of carbon dioxide peaks (red) in 
Figure 1; these peaks have been transport-
ed. The overall carbon dioxide distribution 
also changes. In the absence of carbon 
dioxide injection and removal, one would 
expect the distribution to begin “evening 
out” due to mixing processes.

The Transfer Operator
A simple linear operator—associated 

with the nonlinear dynamics—can con-
veniently analyse transport and mixing 
in the phase space X  of a nonlinear 
dynamical system T X X: .®  This linear 
operator   is the transfer operator [8] and 
acts on real functions f X: .®

 It is a 
composition operator, and for invertible 
volume-preserving dynamics in particular, 
is simply composition with the backward-
time nonlinear dynamics:

   	       
f f T= −



1.

For the dynamics of compressible fluids, 
the transfer operator includes an additional 
scaling term to ensure that f  is a density 
if f X: ®

 is a density. For demonstra-
tion purposes, assume that the wind field 

is unchanging over eight days, X  is the 
domain shown in Figure 1, and T X X: ®  
describes the daily evolution of air particles. 
If the initial concentration of carbon dioxide 
is given by a density f ,  then the figures at 
April 4, April 6, and April 10 are graphs of 
 2 4f f, ,  and  8f  respectively.

Why composition with T-1?  Suppose 
we wish to track the transport of a subset 
A XÌ  under an invertible volume-preserv-
ing map T. We can identify the set A  with 
function 1

A
, which takes the value 1 on A  

and the value 0 outside A.  Then

      L 1 1 11
A A T A

T= =−
○  

( )
.

   
Thus, the forward-time image of 1A under 
  leads to the function 1

T A( )
, identified 

with T A( ),  the forward image of A   under 
T.  The following diagram summarises this 
set/function correspondence.

 
  

set/function		     set/function
 correspon-		      correspon-	
    dence			          dence	
		      			 

                  

A T AT → ( )

¯ ¯
1 1
A T A

 →
( )

Therefore, we can use the transfer opera-
tor to linearly evolve the functional rep-

Figure 1. Stills from NASA’s “A Year in the Life of Earth’s CO2.” See http://svs.gsfc.nasa.gov/
goto?11719 for more detail. See Nonstationary Dynamics on page 4

Uncertainty in Climate Science: 
Not Cause for Inaction
By Juan M. Restrepo                  
and Michael E. Mann

“The climate has changed and is always 
changing,” Trump administration 

spokesman Raj Shah said when asked about 
the evidence for climate change reported 
in the Fourth National Climate Assessment 
from the U.S. Global Change Research 
Program. Shah echoed prior assertions by 
climate contrarians that current changes 
in climate and weather are not unusual. 
Fluctuations—some of which have 
been extreme—have occurred prior 
to the industrial era. In more techni-
cal terms, this claim intimates that 
climate has a stationary statisti-
cal distribution, one that does not 
change with time. Additionally, it 
suggests that samples of this distri-
bution have manifested as possibly 
rare, extreme highs in recent years. 
Shah also implied that the presence 
of uncertainties makes climate fore-
casting unreliable.

To explore the assertion of a stat-
ic climate distribution, we propose 
a null hypothesis: that record values 
of a stationary time series occur 
with a specific frequency. A record 
is defined as the largest (or small-
est) value to date. We also examine 
how incorporation of historically-
informed uncertainties in natural 
and anthropogenic factors, includ-
ing human-generated greenhouse 
gases (GHG), modifies climate 
predictions; we do so via a simple 
model that captures the essential 
phenomenology of the radiation bal-
ance described by more complete 
state-of-the-art climate models. This 
energy balance model (EBM) is 
used to determine whether uncer-
tainties in GHG emissions or other 
factors lead to climate projections 

that differ qualitatively from those obtained 
without accounting for uncertainties.

Records in Time Series
We invoke the null hypothesis that sur-

face temperatures are samples from a sta-
tionary distribution. We then test whether a 
theorem that applies to stationary distribu-
tions—such as one about record highs and 
lows—is borne out by the data [2].

We draw a time-ordered sequence of inde-
pendent and identically-distributed samples 

X X
1 2
, , ¼  from a stationary distribution 

and define a sample from the sequence 
as a record high (or low) if its value is 
higher (or lower) than the preceding sam-
ples. The probability of a record high is 
P X X X X
n n n
: [ max{ , , , }]

( )
= > … −Prob

1 2 1
 

(with obvious modifications for a record low). 
In a sample set of size n,  each value has an 
equal chance of being the highest or lowest — 
thus, P n

n
=1/ . ( )R  represents the expect-

ed number of records for a stationary random 

Figure 1. Records in Northern Hemisphere temperature time series. 1a. Records in a synthetic station-
ary distribution (left) and of July monthly temperatures at the Moscow station (right). 1b. Temperature 
data, as a function of time, for 30 arbitrary locations in the Northern Hemisphere. 1c. Record values for 
the seven temperature time series highlighted in 1b. The adjusted temperature subtracts the first tem-
perature value in the time series. The data is taken from the Goddard Institute for Space Studies (GISS) 
repository, and temperature is recorded in Celsius. We note that there is a time in each data set beyond 
which no new lows occur, whereas new highs continue to appear as time progresses. Figure created by 
Juan Restrepo and Michael Mann using data from GISS.

See Climate Science on page 5
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sequence of size n,  given by the harmonic 
series ( ) / / / .R n= + + + +1 1 2 1 3 1  
For large n,  ( ) log( ),R n= +g  where 
g  is the Euler constant.

If the theorem applies to temperature data, 
we expect to wait increasingly long inter-
vals for each new record temperature value 
because the probability declines as 1

0
/( )t t- . 

Here the time t  of each temperature observa-
tion takes the place of the statistical index n,  
and t

0
 is the start of the particular temperature 

observations (we would also expect similar 
rates of record highs and lows if the probabil-
ity distribution were symmetric).

Figure 1a (on page 1) compares the record 
highs and lows obtained from a synthetic 
random time series to the July tempera-
tures measured at the Moscow station, from 
about 1880 to 2011. The highs and lows 
are similarly spaced in time for the random 
time series, but the Moscow temperature 
data shows many early lows and none after 
about 1910. By contrast, the record highs are 
more evenly spaced and continue through 
the observation period. The data suggests 
that the theorem is not fulfilled and the rate 
at which record highs or lows occur at time 
t  does not follow 1

0
/( ).t t-

Figures 1b and 1c (on page 1) plot tempera-
ture data from 30 Northern Hemisphere loca-
tions, chosen at random but mostly concen-
trated in temperate zones. The time series are 
not of equal length, and some stations did not 
report every year. The annual mean tempera-
tures shown in Figure 1b—which highlights 
seven arbitrarily-chosen temperature time 
series—indicate a long-term warming trend. 
But qualitatively at least, it is not obvious 
that a stationary temperature distribution is an 
unacceptable statistical model for mean tem-
peratures. Figure 1c (on page 1) highlights the 
records associated with the seven data points. 
To facilitate comparison, we adjust these data 
sets by subtracting the first temperature data 
point in the set (leading to an adjusted tem-
perature of zero for each time series). Adding 
more observations to the top or bottom set 
does not change the fact that one can expect 
more high than low records over time (the low 
records stop occurring). The record highs and 
lows tell a clearer story: they do not obey the 
1/t  dependence, establishing that they must 
not sample from a stationary process.

Incorporating Uncertainties         
in GHG Projections

Global estimates of GHG emissions 
are readily available [1] and have tightly-
constrained uncertainties, since they are 
critical to the energy sector of the economy. 
Uncertainties are associated with changing 
policies regarding carbon emissions, includ-
ing international treaties and carbon pricing 
and the potentially time-varying nature of 
natural carbon sinks and sources. However, 
we focus here on variability spanning sev-
eral decades to hundreds of years and the 
largest of spatial scales. A simple balance is 
used to estimate the temporal evolution of 
the global temperature T.

We can explore the extent to which GHG 
uncertainties—derived from a statistical 
analysis of the historical temperature and 
forcing data—affect conclusions of future 
temperature projections. This allows us to 
compare natural and anthropogenic GHG 
forcings to determine whether the outcomes’ 
sensitivity depends on the relative uncertain-
ties in these two GHG components. We can 
also infer whether natural or anthropogenic 
forcings are dominant, both prior to and dur-
ing the industrial era and in the future.

Black body radiation theory tells us 
that Earth’s radiation is proportion-
al to T 4.  The surface energy balance, 
in terms of surface temperature T,  is 
CdT dt Q T T

Atm
/ ,= + −κσ σ4 4  where 

T
Atm

 is the atmospheric temperature, t  
is time, C  is the effective heat capac-
ity, and s  is the Stefan-Boltzmann con-
stant. Q  represents the effective incom-
ing radiation. If C dT dt

a Atm
/  is small, 

where C
a

 is the effective atmospheric 
heat capacity, then κσ κσT T

Atm
4 42 0+ ≈  

and CdT dt Q T/ ( ) .= − −1
2

4κ
σ  Since 

the temperature range is not large, 
( ) ,1

2

4− ≈ +
κ
σT A BT  where A  and B 

are constants. The energy balance is spec-
trally dependent. The high frequency com-
ponent has one portion that mostly dissi-
pates and another that reflects back to space 
via clouds and snow/ice. On the other hand, 
reflectivity and a complex layer of gas, dust, 
and droplets capable of trapping surface 
outgoing radiation affect the low frequency 
component. Let us assume that Q  is a linear 
combination of the effective solar radiation 
and GHG-induced radiative forcing. Hence, 

Q S F
GHG

= − +
1

4
1( ) ,a  where the albedo 

a» 0 3.  and the global average solar radia-
tion is presently S/ / .4 1370 4 2≈ −Wm  
The EBM we adopt1 is thus

     
CdT dt F dt

S
GHG

= − +
4
1( )a

      − + +( ) ( ) ,A BT dt t dtn

where T  is the temperature of Earth’s 
surface (approximated as a 70-meter-deep, 
mixed-layer ocean covering 70 percent of 
the surface area). C = × − −2 08 108 1 2. JK m  
is the effective heat capacity that accounts 
for the thermal inertia of the mixed-layer 
ocean; however, it does not allow for heat 
exchange with the deep ocean. The last term 
in the model is a stochastic forcing term, 
which represents inherent uncertainties and 
unresolved processes.

Figure 2 depicts a single realization of 
temperature predictions that accounts for 
natural and anthropogenic forcing and their 
variability (see Figure 3). The long-wave 
emissivity’s upward trend still dominates any 
uncertainties due to natural and man-made 
forcings during the Industrial Revolution. 
Ultimately, the steadily-increasing carbon 
dioxide forcing overwhelms natural factors in 
temperature prediction during the industrial 

1  https://www.scientificamerican.com/
article/mann-why-global-warming-will-cross-
a-dangerous-threshold-in-2036/

era and into the future, even when accounting 
for variability and uncertainty due to natural 
volcanic and solar forcing of climate.

Summary
Using observational surface temperature 

data, we show that temperatures around the 
Northern Hemisphere do not exhibit a time-
stationary distribution. To explore the causal 
factors behind the observed non-stationarity, 
we drive a simple zero-dimensional EBM 
with estimated natural and anthropogenic 
forcings. The key natural forcings are asso-
ciated with volcanic emissions and insola-
tion changes, while anthropogenic forcing is 
primarily due to the warming effect of GHG 
increases from fossil fuel burning, which is 
accompanied by a secondary offsetting cool-
ing influence from sulphate pollutants. We 
explain the effect of inherent uncertainties 
on projections of future global temperature, 
constructing historically-informed statistical 
models for the variability of the forcings that 
account for factors in stochastic influences. 
One must invoke both natural and anthro-
pogenic forcings for the model simulations 
to agree with instrumental temperature data.

Our calculations indicate that warming is 
a result of anthropogenic increases in GHG 
concentrations, a finding that is robust with 
respect to uncertainties in the forcings as 
represented by stochastic models. Moreover, 
since the effect of forcing variability is small 
compared to the upward trend of anthro-
pogenic forcing, inherent variability cannot 
prevent further increases in global tempera-
ture without a slowdown in anthropogenic 
forcing, i.e., a cessation or decrease in GHG 
emissions. Scientists using more sophisticat-
ed state-of-the-art climate models reach the 
same conclusions,2 and have been unable to 
find a plausible non-anthropogenic explana-
tion for the observed warming and increase in 
warm extremes during the anthropogenic era 

2 https://www.ipcc.ch/publications_and_data/
publications_ipcc_fourth_assessment_report_
wg1_report_the_physical_science_basis.htm

[3]. We find no evidence that future natural 
radiative forcing contributions could substan-
tially alter projected anthropogenic warming; 
the impact of their variability would contrib-
ute to “known unknowns” in temperature 
uncertainty. The model’s longtime features 
agree well with historical data and thus do 
not require the introduction of epistemic vari-
ability (“unknown unknowns”) in the model.

Shah’s appraisal of the outcomes in the 
Fourth National Climate Assessment moti-
vated us to demonstrate the ways in which 
simple, well-established, quantitative meth-
ods can address apparent challenges posed 
by uncertainties in climate assessments. 
Because key climate change attributes, such 
as ice sheet collapse and sea level rise, 
are occurring ahead of schedule [4], uncer-
tainty has in many respects turned against 
us. Scientific uncertainty is not a reason for 
inaction. If anything, it should inspire more 
concerted efforts to limit carbon emissions.

Article partially adapted from “This is How 
‘Climate is Always Changing,’”3 published in 
the American Physical Society Physics GPC 
Newsletter, Issue 9, February 2018.

Further details on records in time series 
and the stochastic parametrization of uncer-
tainties can be found in an appendix avail-
able in the online version of this article.
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Figure 2. Temperature predictions, including uncertainties, for various equilibrium climate sensitivities (ECS). 2a. Highlight of the composite forc-
ing (see Figure 3) corresponding to the period 1850-2100. 2b. Temperature predictions as a function of ECS, taking into account uncertainties 
due to carbon dioxide emissions, volcanic activity, and solar forcing. Stochastic variability due to temperature uncertainties is included. Historical 
temperature variability data informs the stochastic model of temperature fluctuations. From left to right, equilibrium climate sensitivity equals 
4.5, 3, 2.5, 2, 1.5. Figure courtesy of Juan Restrepo and Michael Mann.

Figure 3. Stochastic long-wave, short-wave forcing and composite total forcing, with uncertain-
ties due to carbon dioxide emissions, volcanic activity, and solar forcing. A single stochastic 
realization is depicted. Figure courtesy of Juan Restrepo and Michael Mann.
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